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Exponential smoothing (ES) is one of the most popular forecasting methods in practice: (Weller and Crone, 2012) report that ES is used the most frequently by practitioners, in $\sim 32\%$ of cases.

Any other sources?
ES has performed very well in different competitions over the years (Makridakis et al., 1982; Fildes et al., 1998; Makridakis and Hibon, 2000; Athanasopoulos et al., 2011).

It is now considered as one of the basic benchmarks and base forecasting models (see, for example, Maia and de Carvalho, 2011; Wang et al., 2012; Ramos et al., 2015; Kolassa, 2016).

But has this always been like that?
Introduction

Before we proceed, we need define two terms (Svetunkov and Boylan, 2017):

**A statistical model** is as a mathematical representation of a real phenomenon with a complete specification of distribution and parameters.

**A forecasting method** is a mathematical procedure that generates point and / or interval forecasts, with or without a statistical model.
Introduction

We can distinguish three streams of application of ES methods and the related models:

1. Demand on fast moving products;
2. Intermittent demand (see presentation by John Boylan today);
3. Demand with multiple seasonalities (partially covered by Devon Barrow yesterday).

We will mainly focus on (1).

Now we can continue...
The past of exponential smoothing
Good overview of the past of ES is done by Gardner (1985) and Gardner (2006).

Here we discuss it briefly.

Simple Exponential Smoothing (SES) method was proposed in Brown (1956) and Holt (2004) in the form:

\[ \hat{y}_{t+1} = \alpha y_t + (1 - \alpha)\hat{y}_t, \]  

(1)
Simple exponential smoothing

SES in the error correction form:

\[ \hat{y}_{t+1} = \hat{y}_t + \alpha e_t, \quad (2) \]

Or as a system of two equations:

\[ \begin{align*}
\hat{y}_{t+1} &= l_{t-1} \\
l_t &= l_{t-1} + \alpha e_t'
\end{align*} \quad (3) \]

where \( l_t \) is the level of series, \( \alpha \) is the smoothing parameter and \( e_t \) is the one-step-ahead forecast error.

Muth (1960) demonstrated that SES has underlying ARIMA(0,1,1) model with \( \theta = 1 - \alpha \).
Simple Exponential Smoothing
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Holt’s method

Holt (2004) proposed the trend model in 1957 (presented here in error correction form):

\[
\hat{y}_{t+1} = l_t + b_t \\
l_t = l_{t-1} + b_{t-1} + \alpha e_t, \\
b_t = b_{t-1} + \beta e_t
\]  

(4)

where \( b_t \) is the trend component.

Nerlove and Wage (1964) demonstrated that this has an underlying ARIMA(0,2,2) model with \( \theta_1 = 2 - \alpha - \beta \) and \( \theta_2 = \alpha - 1 \)
Holt’s method
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Holt-Winters method

Winters (1960) developed a seasonal version of Holt’s model that contains seasonal indices:

\[
\begin{align*}
\hat{y}_{t+1} &= (l_t + b_t)s_{t-m+1} \\
l_t &= l_{t-1} + b_{t-1} + \alpha \frac{e_t}{s_{t-m}} \\
b_t &= b_{t-1} + \beta \frac{e_t}{s_{t-m}} \\
s_t &= s_{t-m} + \gamma \frac{e_t}{s_{t-m}}
\end{align*}
\]  

(5)

where \( s_t \) is the seasonal component.

Chatfield (1977) shows that there is no underlying ARIMA for the multiplicative seasonal Holt-Winters method (5).
Holt-Winters method
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There were other modifications proposed over the time.

Pegels (1969) suggested classifying exponential smoothing by types of trend and seasonal components.

According to him trend and seasonal components can be:

1. None,
2. Additive,
3. Multiplicative

This gives 9 possible exponential smoothing methods.
Damped trend

Exponential smoothing performed well in M-Competition Makridakis et al. (1982).

Observing the performance of Holt’s method in M-Competition, Gardner and McKenzie (1985) proposed a damped trend model, expanding the set of ES methods:

\[
\begin{align*}
\hat{y}_{t+1} &= l_t + \phi b_t \\
l_t &= l_{t-1} + \phi b_{t-1} + \alpha e_t, \\
b_t &= \phi b_{t-1} + \beta e_t
\end{align*}
\]

(6)

where \( \phi \in (0, 1) \) is a damping parameter.

This method has an underlying ARIMA(1,1,2) model.

Gardner and McKenzie (1989) discuss seasonal version of this.
Damped trend (Gardner’s method)
State space models, MSOE

In parallel, Kalman (1960) proposed a model that will be later called “Multiple Source of Errors State Space model”.

It emerged from the field of engineering.

It consists of two parts: measurement (or prediction) equation and transition (or updating) equation.

The original model is quite complicated but then it was simplified by Harvey (1984).
State space models, MSOE

In general, state space model with MSOE can be represented with:

\[
y_t = \mathbf{w}_t' \mathbf{v}_t + \epsilon_t \quad \text{← Measurement equation}
\]

\[
\mathbf{v}_t = \mathbf{F} \mathbf{v}_{t-1} + \mathbf{\eta}_t \quad \text{← Transition equation}
\]

where \( \mathbf{v}_t \) is a vector of some components (for example, level, trend, seasonality),

\[
\epsilon_t \sim \mathcal{N}(0, \sigma^2)
\]

is an observation error and \( \mathbf{\eta}_t \sim \mathcal{N}(0, \Sigma) \) is the vector of error terms for the components

\( \mathbf{w}_t \) is a measurement vector, \( \mathbf{F} \) is a transition matrix,

Matrix \( \mathbf{F} \) and vector \( \mathbf{w}_t \) are usually defined by a researcher.
Muth (1960) and Theil and Wage (1964) showed that several exponential smoothing methods produce forecasts equivalent to the ones produced by MSOE.

Thus, additive exponential smoothing methods have underlying MSOE models (with some restrictions on parameters).
The problem of ES in 20th century

The main concern of statisticians: if ARIMA underlies ES, why bother with the “special cases”?

The main concern of engineers: if MSOE underlies ES, why bother with the forecasting method?

It appears that ES as a method performs very well in practice (Makridakis et al., 1982).

It appears that ES is much easier to understand and work with than ARIMA and MSOE.

Moreover, MSOE is hard to estimate.
SSOE state space model

Snyder (1985) modified MSOE and proposed a “Single Source of Error” state space model:

\[
\begin{align*}
y_t &= w'v_{t-1} + \epsilon_t \\
v_t &= Fv_{t-1} + g\epsilon_t, \\
\end{align*}
\]

where \( g \) is a persistence vector, containing smoothing parameters.

Now all the components are influenced by the same error.

This is much easier to understand and estimate than MSOE
SSOE state space model

An example is a local level model, where \( w = 1, \ F = 1 \) and \( g = \alpha \):

\[
y_t = l_{t-1} + \epsilon_t \\
l_t = l_{t-1} + \alpha \epsilon_t.
\]  

(9)

Reminds us SES in the expanded error correction form:

\[
\hat{y}_{t+1} = l_t \\
l_t = l_{t-1} + \alpha \epsilon_t.
\]  

(10)

Thus the main critique of SSOE was that this is not a model, but just an ES with an error term.
SSOE state space model

Still Ord et al. (1997) expanded SSOE for the cases of multiplicative components and multiplicative error:

\[
y_t = w(v_{t-1}) + r(v_{t-1})\epsilon_t \\
v_t = f(v_{t-1}) + g(v_{t-1})\epsilon_t'
\]

so that SSOE now underlied all the possible ES methods.

Hyndman et al. (2002) expanded the Pegels’ taxonomy.

Model selection in SSOE framework based on an information criterion.

Given 2 types of errors, 4 types of trends and 3 types of seasonal components, ES in SSOE contained 24 models.
SSOE state space model

To make things even more exciting, Hyndman et al. (2008) added Taylor (2003) ES with damped multiplicative trend and presented a framework uniting 30 models.

They called the framework ETS - Error, Trend, Seasonality.

ETS is relatively easy to use and estimate, it provides appropriate prediction intervals and supports model selection (with information criteria).

It underlies 15 ES methods.

It can be expanded by inclusion of exogenous variables or additional seasonal components.
## ETS framework

<table>
<thead>
<tr>
<th>Trend</th>
<th>Seasonality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
</tr>
<tr>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Additive</td>
<td></td>
</tr>
<tr>
<td>Additive Damped</td>
<td></td>
</tr>
<tr>
<td>Multiplicative</td>
<td></td>
</tr>
<tr>
<td>Multiplicative Damped</td>
<td></td>
</tr>
</tbody>
</table>
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The present

The present of exponential smoothing
The present

We define “present” as a period starting from Hyndman et al. (2008)

ETS is a standard in forecasting nowadays.

But there are still new papers discussing ES method instead of SSOE / MSOE frameworks.
Demand on fast moving products

Kolassa (2011) uses information criteria weights in order to combine ETS models.

He demonstrates that this leads to the increase in accuracy.

Koehler et al. (2012) introduce exogenous variables in the SSOE model, capturing outliers and level shifts.

It appears that only outliers in the end of series influence the forecasting accuracy.
Demand on fast moving products

Kourentzes et al. (2014) develop a Multi Aggregation Prediction Algorithm (MAPA) based on ETS model.

MAPA performs very well in different competitions.

Kourentzes and Petropoulos (2016) extended MAPA to include exogenous variables.
Demand on fast moving products

Svetunkov and Kourentzes (2015) propose Complex Exponential Smoothing (CES), that sidesteps ETS taxonomy.

CES produces exponential trends in a style of multiplicative trends models, but performs more accurately.

Osman and King (2015) discuss a time varying parameter model with exogenous variables in SSOE framework.

It is built upon ETS and allows updating the parameters in the exponential smoothing style.
Demand on fast moving products

Guo et al. (2016) discuss new type of trend - life-cycle trend.

They use pure multiplicative ETS(M,M,N) model, and add a turn-down parameter.
Demand on fast moving products

de Silva et al. (2010) develops Vector Exponential Smoothing - the multivariate counterpart of ETS.

Athanasopoulos and de Silva (2012) demonstrate the advantages of VES on an example of Australian tourism data.

Not to mention progress in intermittent demand and multiple seasonalities demand...
The future

And now for something completely different…
The future (missing bits)

New models with new types of trends.

New developments in multivariate domain.

Intermittent models with multiple seasonalities.

Models connecting the three worlds.
Generalised Univariate Model

All the state-space models with SSOE have similar characteristics and can be summarised with the formula:

$$y_t = w'v_{t-L} + \epsilon_t$$
$$v_t = Fv_{t-L} + g\epsilon_t,$$

where $L$ is a vector of lags of each component.

For example, ETS(A,N,A) can be summarised as with $v_t = \begin{pmatrix} l_t \\ s_t \end{pmatrix}$ and $v_{t-L} = \begin{pmatrix} l_{t-1} \\ s_{t-m} \end{pmatrix}$, where $m$ is the lag of seasonality.

Thus $L = \begin{pmatrix} 1 \\ m \end{pmatrix}$ in this example.
Generalised Univariate Model

Why not define the general model, with fuzzy components, where the elements of $w$, $F$ and $g$ would be estimated?

Each component can have a specific lag (e.g. 1, 2, $m_1$, $m_{41}$, ...).

Number of components can be arbitrary.

We specify GUM the following way:

$$\text{GUM}(p_1^{m_1}, p_2^{m_2}, \ldots, p_k^{m_k})$$

where $p_j$ is number of components of type $j$, $m_j$ is the lag of components $j$. 
Example: GUM(2^1) underlies Holt’s method.

It is formulated as:

\[
\begin{align*}
y_t &= w_1 v_{1,t-1} + w_2 v_{2,t-1} + \epsilon_t \\
v_{1,t} &= f_{1,1} v_{1,t-1} + f_{1,2} v_{2,t-1} + g_1 \epsilon_t, \\
v_{2,t} &= f_{2,1} v_{1,t-1} + f_{2,2} v_{2,t-1} + g_2 \epsilon_t
\end{align*}
\] (13)
Generalised Univariate Model

GUM(2^1):

\[ y_t = w_1 v_{1,t-1} + w_2 v_{2,t-1} + \epsilon_t \]
\[ v_{1,t} = f_{1,1} v_{1,t-1} + f_{1,2} v_{2,t-1} + g_1 \epsilon_t, \]
\[ v_{2,t} = f_{2,1} v_{1,t-1} + f_{2,2} v_{2,t-1} + g_2 \epsilon_t \]

ETS(A,Ad,N):

\[ y_t = 1 \cdot l_{t-1} + \phi \cdot b_{t-1} + \epsilon_t \]
\[ l_t = 1 \cdot l_{t-1} + \phi \cdot b_{t-1} + \alpha \epsilon_t, \quad (14) \]
\[ b_t = 0 \cdot l_{t-1} + \phi \cdot b_{t-1} + \beta \epsilon_t \]
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Generalised Univariate Model

GUM\(^{(2^1)}\) has ETS(A,A,N) and ETS(A,Ad,N) as special cases.

GUM\(^{(2^1)}\): also underlies: ARIMA(0,2,2), ARIMA(1,1,2), ARIMA(2,0,2), ARIMA(1,0,2), ARIMA(0,1,2), ARIMA(0,0,2), ARIMA(0,2,1), ARIMA(2,0,1), ARIMA(0,2,0), ARIMA(2,0,0)

In fact, GUM underlies all the existing additive ETS and ARIMA models.
Generalised Univariate Model

Why bother with GUM?

It can model and extrapolate any types of trends.

For example, \( \text{GUM}(2^1) \):

- A linear trend.
- An exponential trend.
- An exponential decay.

GUM is a perfect approximator.
Generalised Univariate Model

\texttt{gum()} function in smooth package is on CRAN

Limitations of GUM:

- High number of parameters to estimate,
- Unrestricted model has a multitude of global minima (how to select the best?).

Potential solution – restrict parameters of the model.

e.g. assume that $f_j, w_j \in (0, 1)$
Conclusions
Conclusions

- ES has gone through a lot of changes over the years,
- It started as an arbitrary forecasting method,
- It now has different underlying statistical models,
- ETS is one of the most popular models in forecasting,
- The field is still developing,
- There is a lot of exciting things in the future...
- IMHO, GUM is one of them.
Thank you for your attention!
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